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Summary

The importance of timely and accurate information about health status increased rapidly. To miti-
gate inevitable medical errors, accurate classification algorithms based on advanced IT technologies are
of paramount importance. Gaining knowledge and actionable insights from complex, high-dimensional
and heterogeneous biomedical data remains a key challenge in transforming health care. Various types
of data have been emerging in modern biomedical research, including electronic health records, imaging,
-omics, sensor data and text, which are complex, heterogeneous, poorly annotated and generally unstruc-
tured.

Traditional data mining and statistical learning approaches typically need to first perform feature en-
gineering to obtain effective and more robust features from those data, and then build prediction or
clustering models on top of them. There are lots of challenges on both steps in a scenario of complicated
data and lacking of sufficient domain knowledge. The latest advances in deep learning technologies pro-
vide new effective paradigms to obtain end-to-end learning models from complex data. It is also true that
current deep learning algorithms do not always give high accurate results. In this paper, a new hybrid
method based on the summation of randomly chosen data is developed. It permitted to significantly
boost the accuracy to almost 95%. The algorithm can be deployed into hospital workflows and electronic
health records (EHRSs). This is our current area of research.

Introduction

According to the International Diabetes Federation (IDF) report, Diabetes is a pervasive chronic dis-
ease affects 382 million people worldwide and more than s92 million people will be affected within a
generation. However, most of those cases would be preventable. Diabetic patients with poor blood glu-
cose control have higher mortality and morbidity rates which is related to chronic complications such as
neuropathy. Diabetes is a leading cause of death due to increased risk of coronary artery disease and stroke
[3].

The estimated total cost of diabetes care in the world was at least USD 548 billion in 2013. This
estimation is expected to be more than USD 627 billion for 2035 [4].

Several information technology-based interventions were applied to enhance blood glucose monitor-
ing and diabetes management. Previous evidence demonstrates thatinformation technology can improve
diabetes management through better metabolic control and help in the global care of diabetic people with
chronic illnesses. Adaji et al. performed a literature review about the use of information technology to
enhance diabetes management. They concluded that promoting a productive and informative interac-
tion between the patient and the care team by using information technology based interventions can lead
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to improve diabetes care [s].

Information technology-based interventions have some advantages such as reducing medical errors,
generating potential data for research, and increasing the ability for continuous improvement. On the
other hand, higher cost of initially and maintenance activities, difficulty of using computer and informa-
tion systems for healthcare providers and spending more time than interacting with a patient are some
disadvantages of using information technology in diabetes care.

Recent findings suggest that information technology-based interventions can improve glycemic con-
trol in patients with diabetes and lead to better management of diabetes with different effects of interven-
tion on various clinical findings. Combining multiple information technology-based interventions and
proposing a comprehensive solution for obtaining better results in various clinical findings lead to better
diabetes management may be the suggested future research [6].

Information technologies (IT) play a crucial role in classifying diabetes by leveraging data analytics,
machine learning, and artificial intelligence. Here are some key technologies used for diabetes classifica-
tion:

1. Machine Learning & Artificial Intelligence

Supervised Learning: Algorithms like decision trees, support vector machines (SVM), random forests,
and neural networks classify diabetes based on patient data.

Deep Learning: Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs)
analyze large datasets to improve diabetes diagnosis. Natural Language Processing (NLP): Extracts in-
sights from electronic health records (EHRs) and medical literature.

2. Big Data and Predictive Analytics Helps classify patients based on risk factors (e.g., age, BMI,
glucose levels). Identifies patterns for early diagnosis using historical patient records.

3. Wearable Devices and IoT Continuous glucose monitors (CGMs) collect real-time blood sugar
data. Smart insulin pumps adjust insulin delivery based on Al-driven predictions.

4. Electronic Health Records (EHRs) and Cloud Computing Stores and analyzes vast amounts of
diabetes-related patient data. Cloud-based AI models help in real-time diagnosis and monitoring.

5. Genetic and Biomarker Analysis I'T tools analyze genetic data to classify Type 1, Type 2, and gesta-
tional diabetes. Omics technologies (genomics, proteomics) assist in precision medicine.

6. Telemedicine and Mobile Health (mHealth) Mobile apps (e.g., Glucose Buddy, MySugr) help
monitor diabetes in real-time. Al-powered chatbots provide diabetes education and lifestyle recommen-
dations.

Deep learning can be effectively used to classify diabetes by leveraging neural networks to analyze
medical data, such as patient demographics, blood test results, and other health indicators. The major
elements in deep learning (classification and regressions) are:

Data Collection and Preprocessing

Use datasets like Pima Indians Diabetes Dataset (PIDD) or other medical records. Perform data clean-
ing, normalization, and handling missing values. Feature engineering (e.g., BMI, glucose levels, insulin,
age, blood pressure).

Choosing a Deep Learning Model Feedforward Neural Network (FNN): A fully connected deep
neural network (DNN). Convolutional Neural Network (CNN): If using medical images (e.g., retinal
scans). Recurrent Neural Network (RNN) / LSTMs: If using time-series data (e.g., continuous glucose
monitoring).
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Model Architecture Input Layer: Features like glucose, insulin, BMI, etc. Hidden Layers: Multi-
ple layers with ReLU activation. Output Layer: Sigmoid activation for binary classification (Diabetes:
Yes/No).

Training the Model Loss Function: Binary Cross Entropy. Optimizer: Adam or RMSprop. Eval-
uation Metrics: Accuracy, Precision, Recall, F1-score, AUC-ROC. Handling Imbalance: Use SMOTE
(Synthetic Minority Over-sampling Technique) or class weighting.

Model Deployment The training model can be transformed into a REST API using Flask/FastAPI
using cloud platforms (AWS, Google Cloud, Azure).

Using deep learning to classify diabetes presents several challenges, including: Limited labeled data:
Medical datasets are often small due to privacy concerns and difficulties in data collection. Class im-
balance: Diabetes prevalence is relatively low compared to non-diabetic cases, leading to an imbalanced
dataset that can bias the model. Noise and missing values: Patient records often contain missing or incor-
rect data, which can impact model performance. Small datasets and high model complexity can lead to
overfitting, reducing performance on new patients. Models trained on one population may not generalize
well to different demographics or regions. Deploying deep learning models in hospitals requires integra-
tion with existing electronic health record (EHR) systems, which can be complex. Real-time inference to
ensure fast and accurate predictions in a clinical setting is challenging.

This paper discusses a new technology for deep learning algorithm that enables high accuracy. The
method is demonstrated on diabetes data.

1. Data Description

Diabetes diagnosis is based on several key parameters that assess blood glucose levels and related health
indicators. The major parameters include: Fasting Blood Glucose (FBG) that measures blood sugar lev-
els after fasting for at least 8 hours. Diabetes: > 126 mg/dL (7.0 mmol/L) Prediabetes: 100-125 mg/dL
(5.6-6.9 mmol/L) Normal: < 100 mg/dL (5.6 mmol/L).

Oral Glucose Tolerance Test (OGTT) measures blood sugar 2 hours after consuming a 7s5g glucose
solution. Diabetes: > 200 mg/dL (1.1 mmol/L) Prediabetes: 140-199 mg/dL (7.8—11.0 mmol/L) Normal:
<140 mg/dL (7.8 mmol/L)

Hemoglobin Aic (HbAic) reflects average blood sugar levels over the past 2-3 months. Diabetes: >
6.5% Prediabetes: 5.7-6.4% Normal: < 5.7%

Random Blood Glucose Test measures blood sugar at any time, regardless of meals. Diabetes: > 200
mg/dL (1.1 mmol/L) along with symptoms (e.g., excessive thirst, frequent urination, unexplained weight
loss).

Insulin and C-Peptide Levels help differentiate between Type 1and Type 2 diabetes. Low insulin and
C-peptide indicate Type 1 diabetes.

Autoimmune Markers (for Type 1 Diabetes) determines the presence of autoantibodies like GADG6s,
IA-2, and ZnT8 can confirm Type 1 diabetes.

Ketone Levels (for Diabetic Ketoacidosis - DKA). High ketones in urine or blood indicate severe
insulin deficiency, often seen in Type 1 diabetes.

Body Mass Index (BMI) and Obesity: Obesity and high BMI increase the risk of Type 2 diabetes.



Blood Pressure and Cholesterol Levels: Hypertension and dyslipidemia (high LDL, low HDL) are
common in diabetic patients.

In this paper, we will the diabetes data available in Kaggle (s first rows are printed below). This dataset
is originally taken from the National Institute of Diabetes and Digestive and Kidney Diseases. The ob-
jective is to predict based on diagnostic measurements whether a patient has diabetes or not.
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Tabler: First 5 rows of the data set. The data set consists of 768 rows (patients) and 9 columns
(features+outcome). The preprocessing procedure included substitution of zeroes by their means or
mediums.

Several constraints were placed on the selection of these instances from a larger database. In particular,
all patients are females at least 21 years old of Pima Indian heritage. The following features determine the
input parameters:

Input:

* an:Pregnancies-Number of times pregnant

¢ a2: Glucose-Plasma glucose concentration a 2 hours in an oral glucose tolerance test
* a3: Blood Pressure-Diastolic blood pressure (mm Hg)

* a4: Skin Thickness- Triceps skin fold thickness (mm)

* as: Insulin- 2-Hour serum insulin (mu U/ml)

* a6: BMI: Body mass index (weight in kg/(height in m)**2)

* ay: Diabetes Pedigree Function: Diabetes pedigree function

* a8: Age- (years)
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Figure 1: The number of diabetes patients (blue) and healthy patients (orange)

Diabetes is associated with systematic alterations of the body such as skin changes. The main objectives
of [7] was to analyze data regarding skin thickness among diabetic women patients, and to evaluate the
assumption that skin thickness may be a predictor of diabetic status of women patients. The impacts
of study variables on skin thickness were determined based on One Way ANOVA test. Significance was
considered at o < 0.05. Study findings showed that skin thickness decreased as a result of diabetic progres-
sion. Skin thickness was significantly influenced by insulin level, but not glucose level. Taken together,
the results of the present study showed that skin thickness may be a new predictor of the progression
of diabetes in women patients, and further studies are required to establish this assumption. In this pa-
per, we will examine this result. The next step would be the calculation of the correlation matrix (Figure
2). Machine learning (ML) is increasingly being used in diabetes management, research, and treatment.
ML algorithms analyze patient data (e.g., glucose levels, BMI, family history) to predict the likelihood
of developing diabetes. Tools like decision trees, neural networks, and support vector machines help in
detecting diabetes early.

ML models can predict future blood glucose levels based on historical data, food intake, exercise,
and medication. Continuous glucose monitoring (CGM) devices use Al to provide real-time alerts and
prevent hypoglycemia or hyperglycemia.

ML helps tailor treatment by analyzing patient-specific factors such as lifestyle, diet, and medica-
tion response. Reinforcement learning models optimize insulin dosage recommendations. Deep learning
models analyze retinal images to detect diabetic retinopathy at an early stage. Google’s DeepMind and
other Al-driven tools assist doctors in diagnosing eye complications.

ML models assess the risk of complications such as cardiovascular disease, neuropathy, and kidney dis-
ease. Predictive analytics help doctors intervene before complications arise. Al-driven apps analyze food
choices, physical activity, and sleep patterns to provide personalized health recommendations. Wearable
devices (e.g., Fitbit, Apple Watch) collect data that ML models use for better diabetes management.

Closed-loop insulin delivery systems use ML to adjust insulin doses in real-time based on glucose
readings. This reduces the burden on patients and improves glucose control.



1.2 Feature engineering
Feature engineering yields the features which mostly contribute to the outcome. It yields features
that most accurately describe the collected data with respect to the decision (can be binary decision).
Feature engineering is the process of transforming raw data into features that are suitable for machine
learning models. In other words, it is the process of selecting, extracting, and transforming the most rel-
evant features from the available data to build more accurate and efficient machine learning models.
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Figure 2: Heatmap shows the correlation between features and outcomes.

The success of machine learning models heavily depends on the quality of the features used to train
them. Feature engineering involves a set of techniques that also enable us to create new features by com-
bining or transforming the existing ones. These techniques help to highlight the most important patterns
and relationships in the data, which in turn helps the machine learning model to learn from the data more
effectively. After data is cleaned and labeled, ML teams often explore the data to make sure it is correct
and ready for ML.



Visualizations like histograms, scatter plots, box and whisker plots, line plots, and bar charts are all
useful tools to confirm data is correct. Additionally, visualizations also help data science teams complete
exploratory data analysis. This process uses visualizations to discover patterns, spot anomalies, test a hy-
pothesis, or check assumptions. Exploratory data analysis does not require formal modeling; instead, data
science teams can use visualizations to decipher the data. Collecting data is the process of assembling all
the data you need for ML. Data collection can be tedious because data resides in many data sources, in-
cluding on laptops, in data warehouses, in the cloud, inside applications, and on devices. Finding ways to
connect to different data sources can be challenging. Data volumes are also increasing exponentially, so
there isalot of data to search through. Additionally, data has vastly different formats and types depending
on the source. For example, video data and tabular data are not easy to use together.
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Figure 3: Feature engineering analysis shows the Figure 4: Feature engineering analysis shows the

ntribution of each feature in th me. N
contribution of each feature in the outcome most contribution comes from 4 features.

These figures suggest that there are 4 major features that determine the outcomes. We will consider
bothe cases when all features are taken into account (Figure 3) and only 4 features (Figure 4).

2. Detection and Removal of Outliers

Outlier detection and removal is a technique for removing outliers from a data set. This method can
be used to produce a more accurate data representation. This has an impact on the model’s performance.
Depending on the model, the effect could be large or minimal. For example, linear regression is particu-
larly susceptible to outliers. This procedure should be completed prior to model training. The various
methods of handling outliers include:

* Removal: Outlier-containing entries are deleted from the distribution. However, if there are out-
liers across numerous variables, this strategy may resultin a big chunk of the datasheet being missed

* Replacing values: Alternatively, the outliers could be handled as missing values and replaced with
suitable imputation.



* Capping: Using an arbitrary value or a value from a variable distribution to replace the maximum
and minimum values.

* Discretization : Discretization is the process of converting continuous variables, models, and func-
tions into discrete ones. This is accomplished by constructing a series of continuous intervals (or
bins) that span the range of our desired variable/model/function.

Below are the boxplots of the selected features. In descriptive statistics, a box plot or boxplot (also
known as a box and whisker plot) is a type of chart often used in explanatory data analysis. Box plots
visually show the distribution of numerical data and skewness by displaying the data quartiles (or per-
centiles) and averages.

Box plots show the five-number summary of a set of data: including the minimum score, first (lower)
quartile, median, third (upper) quartile, and maximum score. Definitions:

* Minimum score: Minimum Score The lowest score, excluding outliers (shown at the end of the

left whisker).

* Lower Quartile: Twenty-five percent of scores fall below the lower quartile value (also known as
the first quartile).

* Median: The median marks the mid-point of the data and is shown by the line that divides the box
into two parts (sometimes known as the second quartile). Half the scores are greater than or equal
to this value, and half are less.

* Upper Quartile: Seventy-five percent of the scores fall below the upper quartile value (also known
as the third quartile). Thus, 25 percent of data are above this value.

* Maximum Score: The highest score, excluding outliers (placed at the end of the right whisker).

* Whiskers: The upper and lower whiskers represent scores outside the middle so percent (i.e., the
lower 25 percent of scores and the upper 25 percent of scores)

* The Interquartile Range (or IQR):The box plot shows the middle so percent of scores (i.e., the
range between the 25th and 75th percentile).

Boxplot captures the summary of the data effectively and efficiently with only a simple box and whiskers.
Boxplot summarizes sample data using 25th, soth, and 7sth percentiles. One can just getinsights(quartiles,
median, and outliers) into the dataset by just looking at its boxplot. Outliers can wreak havoc on data
analysis and machine learning models. They can lead to incorrect conclusions, biased predictions, and
skewed statistical measures. To combat this, we use statistical methods to detect and manage outliers. In
this blog post, we will learn the ins and outs of the IQR method.
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Figure s: Outliers detected in the BMI records. Figure 6: Outliers detected in the Glucose records.

The Interquartile Range, or IQR, is a measure of statistical dispersion. It represents the range within
which the middle so percent of the data falls. To calculate the IQR, we need to find the difference between

the 75th percentile (Q3) and the 25th percentile (Qr).To identify outliers using the IQR method, we need
to establish two boundaries:

¢ Lower Bound:

01— 1.5% IQR

* Upper Bound:
Qs+ 15xIQR
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Figure 7: Outliers detected in the Pregnancies

Figure 8: Outliers detected in the Age records, but
records.

they were included in the analysis

These boundaries help us determine which data points might be outliers. Any data point that falls
below the lower bound (€)1 -1.5 * IQR) is considered an outlier. These values are significantly lower than
the majority of the dataset and are potential candidates for removal or further investigation. Conversely,
any data point that exceeds the upper bound (@3 + 1.5 * IQR) is also considered an outlier. These values
are much higher than the majority of the dataset and may warrant special attention. One advantage of the
IQR method is that it is robust to skewed data distributions. It identifies outliers based on percentiles,



making it less sensitive to extreme values. The IQR method is easy to implement and interpret. It pro-
vides a clear range within which most data points should fall, making it a valuable tool for data analysis
and quality control.

2.1 Z-score to eliminate outliers

Outliers can be caused by a variety of factors, and they often result from genuine variability in the
data or from errors in data collection, measurement, or recording. Some common causes of outliers are:

Measurement errors : Errors in data collection or measurement processes can lead to outliers.
Sampling errors : In some cases, outliers can arise due to issues with the sampling process.

Natural variability : Inherent variability in certain phenomena can also lead to outliers. Some systems
may exhibit extreme values due to the nature of the process being studied.

Data entry errors : Human errors during data entry can introduce outliers.

Experimental errors : In experimental settings, anomalies may occur due to uncontrolled factors, equip-
ment malfunctions, or unexpected events.

Sampling from multiple populations: Data is inadvertently combined from multiple populations with
different characteristics.

Intentional outliers: Outliers are introduced intentionally to test the robustness of statistical methods.
Z-score is used to standardize the variable, so that just by knowing the value of a particular observation,
you get the sense of how far away it is from the mean. More specifically, “Z score’ tells how many standard
deviations away a data point is from the mean. The process of transforming a feature to its z-scores is
called ‘Standardization’. If the z score of a data point is more than 3, it indicates that the data point is
quite different from the other data points. Such a data point can be an outlier.

Z-score can be both positive and negative. The farther away from o, higher the chance of a given data
pointbeing an outlier. Typically, Z-score greater than 3 is considered extreme. Z-score can be both positive
and negative. The farther away from o, higher the chance of a given data point being an outlier. Typically,
Z-score greater than 3 is considered extreme. Z-score removal of outliers requires normal distribution.
Using the Z-score method to eliminate outliers involves the following steps:

g X H
o
where:
X = data point, /1 = mean of the dataset, o = standard deviation of the dataset
The procedure includes the following steps:

¢ Choose a threshold (commonly 2 or 3)

* A common choice is Z > 3 or Z < -3, meaning the data point is 3 standard deviations away from the
mean. If the dataset is small or you want to be less strict, you might use Z > 2.5 or even Z > 2.

* Remove outliers Any data point with a Z-score beyond the chosen threshold is considered an out-
lier and can be removed.
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The Z-score tells how many standard deviations a data point is from the mean. It is calculated as:
Z-score removal of outliers requires normal distribution.
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Figure 9: : Z-scores help identify outliers, which are data points significantly different from the rest of
the dataset. Typically, data points with z-scores greater than 3 or less than -3 are considered potential
outliers and may warrant further investigation.
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Figure 10: The data distribution for Glucose concentration (10a) and BMI (1ob)
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Figure 11: The data distribution for BMI and Glucose represent slightly skewed normal distributions
and can be used in z-scoring for outliers removal.
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Figure 13: The data distribution for BMI and Glucose after elimination of outliers.

Outliers can disproportionately influence models, especially those sensitive to extreme values (e.g.,
linear regression, k-means clustering). In classification problems, outliers can cause misclassification by

I2



skewing decision boundaries. A model trained on data with outliers may not generalize well to new, un-
seen data. Tree-based models (e.g., Random Forest, XGBoost) are less sensitive to outliers. However, in
machine learning applied to public health or healthcare removal of outliers can be important not to de-
grade the accuracy.

3. Diabetes Features Against Outcomes

3.1 BMI vs. Diabetes

Having obesity makes one more likely to develop diabetes, the condition of having too much glu-
cose (sugar) circulating in the bloodstream. Obesity also causes diabetes to worsen faster. A high BMI
(overweight or obese range) increases the risk of developing insulin resistance, which can lead to type 2 di-
abetes. Excess body fat, especially around the abdomen, interferes with insulin function, making it harder
for cells to absorb glucose from the blood. Studies show that people with a BMI of 30 or higher have a
significantly higher risk of developing type 2 diabetes compared to those with a normal BMI (18.5-24.9).
People with a BMI in the overweight range (25-29.9) are at increased risk of prediabetes, a condition where
blood sugar is high but not yet at diabetic levels. Losing just s-10

Here’s what happens: Managing the level of glucose in blood is the job of the pancreas. The pancreas
creates insulin, which is a hormone that moves glucose out of blood. Normally, insulin transports glucose
to muscles to use right away for energy or to the liver, where it’s stored for later.

But when one has diabesity, his or her cells resist letting insulin move glucose into them. To make
matters worse, the area of the liver where excess glucose is usually stored is filled with fat.

With nowhere to be stored, the glucose remains in the bloodstream. So the pancreas creates even
more insulin trying to accomplish the job of moving glucose out of the blood. It’s trying to push against
the resistance created by the fat. The pancreas becomes overworked, and as a result, it wears out. It starts
producing less insulin. Diabetes develops and then quickly worsens if the fat resistance remains.” If you
have obesity, you’re about six times more likely to develop Type 2 diabetes than those at a healthy weight.
But not everyone with obesity automatically gets diabetes. Other factors are likely at play, too, including:

¢ Family history
* Diet

* Exercise

* Stress

¢ Gut health

It may be that some people with obesity can produce more insulin without overtaxing the pancreas.
Others might be limited in insulin production, making it more likely that obesity will lead to diabesity.
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Figure 14: BMI near 30 threatens the development of diabetes.

3.2 Glucose vs. Diabetes

Glucose comes from the Greek word for "sweet." It’s a type of sugar you get from foods you eat, and
your body uses it for energy. As it travels through your bloodstream to your cells, it’s called blood glucose
or blood sugar.

Insulin is a hormone that moves glucose from your blood into your cells for energy and storage. If
you’ve been diagnosed with diabetes, you have higher-than-normal levels of glucose in your blood. Ei-
ther you don’t have enough insulin to move it through your bloodstream, or your cells don’t respond to
insulin as well as they should.
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Figure 15: Glucose vs. diabetes shows numbers with elevated risks of diabetes

High blood glucose for a long period can damage your kidneys, eyes, and other organs. The glucose
molecules in your bloodstream mainly come from foods that are rich in carbohydrates, including bread,



75 A

50 4

251

Outcome

Figure 16: Violin plot shows the glucose values vs. the outcomes.

potatoes, and fruit. As you eat, food travels down your esophagus to your stomach. There, acids and
enzymes break it down into tiny pieces. During that process, glucose is released.

From there, it goes into your intestines where it’s absorbed and passes into your bloodstream. Insulin
then helps glucose get inside your cells. Your blood sugar level should naturally rise after you eat. Then, it
dips a few hours later as insulin moves glucose into your cells. Between meals, a healthy blood sugar level
is less than 100 milligrams per deciliter (mg/dL). This is called your fasting blood sugar level. But if you
have diabetes, your body can’t turn food into energy the way it should.

There are two types of diabetes:

In type 1 diabetes, your body doesn’t have enough insulin. Your immune system attacks and destroys
cells in your pancreas, where insulin is made, by mistake. In type 2 diabetes, your cells don’t respond well
to insulin. As a result, your pancreas needs to make more and more insulin to move glucose into your
cells. Over time, this can damage your pancreas so it can’t make enough insulin to meet your body’s needs.
Without enough insulin, glucose stays in your bloodstream. A level above 200 mg/dL 2 hours after a meal
or above 125 mg/dL during fasting is high blood glucose, also called hyperglycemia. Too much glucose in
your bloodstream for a long period can damage the vessels that carry oxygen-rich blood to your organs.
High blood sugar can increase your risk for:

e Heart disease, heart attack, and stroke
* Kidney disease

* Nerve damage

* Stress

* An eye disease called retinopathy
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For patients with diabetes, it’s important to test blood sugar often. Exercise, being careful about the
foods, and medicine can all help keep the blood glucose at a healthy level and prevent complications.

3.3 Age vs. Diabetes

Diabetes is common in people over 4s. Risk increases with age due to factors like reduced insulin
sensitivity, weight gain, and less physical activity. However, it’s increasingly diagnosed in younger people
due to lifestyle changes. More than 9 out of 10 people with diabetes have type 2. It used to be called
adult-onset diabetes because it was rarely diagnosed in children.

Age is a big risk factor for type 2. The older the patient is, the more likely to have it. That also holds
true for preteens and teenagers, whose diabetes rates have climbed sharply in recent years. Type 2 is a
disease caused by a mix of genes and lifestyle. Being overweight, having high blood pressure, and not
exercising all raise the chances for type 2. Managing Diabetes at Different Ages: Younger individuals:
Focus on diet, exercise, and insulin management (for Type 1). Middle-aged individuals: Weight manage-
ment, blood sugar control, and monitoring complications. Older adults: Risk of complications like heart
disease, nerve damage, and kidney issues increases, requiring careful management.

0.06 1 [ Positive

[ Negative

o
o
2

Frequency
o
o
w

0.02 1

0.014

10 20 30 40 50 60 70 80 90
Age

Figure 17: Age over 30 poss a higher risk of diabetes

You can have diabetes for years and not know it. Symptoms like thirst, blurry eyesight, and tingling
hands and feet may come on slowly without your noticing.

Middle age is when diabetes diagnoses really start to spike. An estimated 14% of Americans ages 45
to 64, or 11 million people, are diagnosed with type 2. That’s almost five times the rate for those 18 to 44.
Diabetes rates jump even higher at the onset of your senior years. Almost 25% of Americans 65 and older
have been diagnosed with type 2. Undiagnosed cases may account for another 4.7%. That means more
than 1 of every 4 oldest Americans lives with type 2 diabetes.

The disease also is affecting ever more teens and even children. In 2002, 8 out of 100,000 adolescents
were diagnosed with type 2 between the ages of 10 to 14. A decade later, the rate was 50% higher, or 12 per
100,000 youths.

Researchers believe childhood obesity and lack of exercise are among the reasons behind that trend.
Doctors now screen kids as young as 1o for diabetes if they’re overweight or have other risk factors for the
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disease, Compared to those who were diagnosed later, research found that people who had type 2 before
they turned 40 were more likely to have:

* Quicker damage to insulin-making cells called beta cells
* More complications, mainly because they live with the disease longer
* Shorter life spans

As you age, you’re more likely to have multiple medical conditions, including high blood pressure
and high cholesterol. That can make it harder for you to keep your diabetes under control.

In turn, diabetes can lead to other health problems such as heart disease.

Low blood sugar, called hypoglycemia, is more common in older adults with diabetes. Symptoms
such as dizziness, confusion, and weakness might worsen as you age [8].

3.4 Pregnancies vs. Diabetes

Gestational diabetes is diabetes that a woman can develop during pregnancy. When you have diabetes,
your body cannot use the sugars and starches (carbohydrates) it takes in as food to make energy. Asa
result, your body collects extra sugar in your blood. We don’t know all the causes of gestational diabetes.
Some with gestational diabetes are overweight before getting pregnant or have diabetes in the family.
From1in so to1in 20 pregnant women has gestational diabetes. It is more common in Native American,
Alaskan Native, Hispanic, Asian, and Black women, but it is found in White women, too.
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Figure 18: Higher number of pregnancies indicate risks of diabetes

4. Deep Learning Analysis of Diabetes Data

Deep learning, also known as hierarchical learning, is a subset of machine learning in artificial intelli-
gence that can mimic the computing capabilities of the human brain and create patterns similar to those
used by the brain for making decisions. In contrast to task-based algorithms, deep learning systems learn
from data representations. It can learn from unstructured or unlabeled data. A neural network with
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multiple hidden layers and multiple nodes in each hidden layer is known as a deep learning system or a
deep neural network. Deep learning is the development of deep learning algorithms that can be used to
train and predict output from complex data. The word “deep” in Deep Learning refers to the number
of hidden layers i.e. depth of the neural network. Essentially, every neural network with more than three
layers, that is, including the Input Layer and Output Layer can be considered a Deep Learning Model.

Deep learning is the field of artificial intelligence (AI) that teaches computers to process data in a way
inspired by the human brain. Deep learning models can recognize data patterns like complex pictures,
text, and sounds to produce accurate insights and predictions. A neural network is the underlying tech-
nology in deep learning. It consists of interconnected nodes or neurons in a layered structure. The nodes
process data in a coordinated and adaptive system. They exchange feedback on generated output, learn
from mistakes, and improve continuously. Thus, artificial neural networks are the core of a deep learn-
ing system. We often use simple neural networks for machine learning (ML) tasks due to their low-cost
development and accessible computational demands. Organizations can internally develop applications
that use simple neural networks. They’re more feasible for smaller projects because they have limited
computational requirements. If a company needs to visualize data or recognize patterns, neural networks
provide a cost-effective way of creating these functions.

On the other hand, deep learning systems have a wide range of practical uses. Their ability to learn
from data, extract patterns, and develop features allows them to offer state-of-the-art performance. For
example, you can use deep learning models in natural language processing (NLP), autonomous driving,
and speech recognition.

However, you need extensive resources and funding to train and self-develop a deep learning system.
Instead, organizations prefer using pretrained deep learning systems as a fully managed service they can
customize for their applications.

Let us consider a neural network. Neural networks are a series of algorithms modeled after the human
brain, designed to recognize patternsin data. They interpret sensory data through machine perception, la-
beling, and clustering raw input. These networks can learn and improve over time, making them essential
for tasks like image and speech recognition. This learning path gives you a comprehensive introduction
to the topic so you can springboard into more advanced applications for neural networks.

Neural networks are capable of learning and identifying patterns directly from data without pre-defined
rules. These networks are built from several key components:

* Neurons: The basic units that receive inputs, each neuron is governed by a threshold and an acti-
vation function.

¢ Connections: Links between neurons that carry information, regulated by weights and biases.

* Weights and Biases: These parameters determine the strength and influence of connections.

* Propagation Functions: Mechanisms that help process and transfer data across layers of neurons.
* Learning Rule: The method that adjusts weights and biases over time to improve accuracy

An N-layer neural network can be presented as a nested function
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In this expression,

fi(z) = ¥i(2)(Wiz + b))

where 1’ is called the layer index and can span from 1 to any number of layers, the function 1) is called
an activation function it is fixed and usually nonlinear chosen by the data explored before the learning.
W is a matrix and b is the bias vector for each layer.

Simple Neural Network Deep Learning Neural Network

@ 'nput Layer (O Hidden Layer @ Output Layer

Figure 19: A neural network with one hidden layer is typically called a single-layer feedforward neural
network (SLEN) or simply a shallow neural network (to the left) while a network with multiple hidden
layers is called a deep neural network (DNN)

The activation functions most used in deep learning are: 1) sigmoid function:

1

=T e

2) A RelU function:
f(@) = max(0, 2)

3) A softmax function:

e’
j=1¢
To update Weight and biases, we use the following formulas
N
L= ! ):)?
= 1(y¢—yz> (1)
Z:

19



and binary loss

N
L= —% > lyilog(di) + (1 — i) log(1 — §,)] (2)
i1

We use the follwing formulas to update valeus for weight and biases

oL

Oy _ L
%% %% a@W(l)

(3)

OL
0 _
o) =pl) — =T (4)

where y; is the true outcome, ; is the predicted outcome after feedforward, while WO is the weight
matrix for layer ], b® s the bias for layer |, and av is the learning rate. The algorithm works as follows: The
loss function itself is not directly updated, but rather, it is used to update the parameters (weights) of a
model during training. The process generally follows these steps: 1. Forward Pass:

The model makes a prediction based on input data. The predicted output is compared to the actual
target using the loss function, which measures the error.

2) Compute Gradient (Backpropagation):

The loss function is differentiated with respect to model parameters. Gradients are calculated using
the chain rule to determine how each parameter contributed to the error.

3) Update Parameters (Optimization Step):

An optimizer (e.g., Stochastic Gradient Descent, Adam) updates the model parameters using the
computed gradients. Parameters are updated using formulas (3)-(4). Steps 1-3 are repeated for multiple
epochs until the loss function reaches an optimal or satisfactory value.

4.1 Classification and Regression.

Classification is the process of finding or discovering a model or function that helps in separating
the data into multiple categorical classes i.e. discrete values. In classification, data is categorized under
different labels according to some parameters given in the input and then the labels are predicted for the
data.

In a classification task, we are supposed to predict discrete target variables(class labels) using indepen-
dent features. In the classification task, we are supposed to find a decision boundary that can separate the
different classes in the target variable. The derived mapping function could be demonstrated in the form
of “IFF-THEN? rules. The classification process deals with problems where the data can be divided into
binary or multiple discrete labels. Let’s take an example, suppose we want to predict the possibility of the
winning of a match by Team A on the basis of some parameters recorded earlier. Then there would be
two labels Yes and No.
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Classification is the process of finding or discovering a model or function that helps in separating
the data into multiple categorical classes i.e. discrete values. In classification, data is categorized under
different labels according to some parameters given in the input and then the labels are predicted for the
data.

In a classification task, we are supposed to predict discrete target variables(class labels) using indepen-
dent features. In the classification task, we are supposed to find a decision boundary that can separate
the different classes in the target variable. For more information on advanced regression/classification al-
gorithms, we send the reader to [10]. The derived mapping function could be demonstrated in the form
of “IFF-THEN?” rules. The classification process deals with problems where the data can be divided into
binary or multiple discrete labels. Let’s take an example, suppose we want to predict the possibility of the
winning of a match by Team A on the basis of some parameters recorded earlier. Then there would be
two labels Yes and No.

Regression is the process of finding a model or function for distinguishing the data into continuous
real values instead of using classes or discrete values. It can also identify the distribution movement de-
pending on the historical data. Because a regression predictive model predicts a quantity, therefore, the
skill of the model must be reported as an error in those predictions.

If we want to solve regression or classification problem, the last layer of a neural network usually
contains only one unit. If the activation function of the last unit is linear then the neural network is a re-
gression model if the activation function is a logistic function the neural network is a binary classification
model. The results of the diabetes data is shown in the following figure:
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Figure 20: Confusion matrix for a conventional deep learning

The classification report is shown in the following Figure:
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# Classification report

In [78]: 1 from sklearn.metrics import classification_report, accuracy score

print{accuracy_score(Y, y_pred))
print{classification_report(Y, y_pred))

8.8137755182048817

precision recall fil-score  support

=] 8.85 B8.38 B.86 262

1 8.74 B8.68 8.71 128

accuracy B.81 392
macro avg 8.79 B.78 B.79 392
weighted avg 8.81 8.81 8.81 392

Figure 21: Classification report for a conventional deep learning algorithm. The accuracy is 81%

Let us apply other methods to the diabetes data. In a supervised learning, the model is trained on
labeled data, meaning the input data comes with corresponding output labels. The goal is to learn a
mapping from inputs to outputs.

We will apply the following supervised learning algorithms:

* Logistic Regression (for classification tasks)
* Decision Trees

* Random Forests

* Support Vector Machines (SVM)

* KNeighborsClassifier

KNN is a simple, supervised machine learning (ML) algorithm that can be used for classification or re-
gression tasks - and is also frequently used in missing value imputation. It is based on the idea that the
observations closest to a given data point are the most "similar” observations in a data set, and we can
therefore classify unforeseen points based on the values of the closest existing points. By choosing K, the
user can select the number of nearby observations to use in the algorithm. One can see that the accuracy
of all he known methods are nears 8o %.
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Cross validation scores
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Figure 22: Accuracy of other methods applied to the data

In the next section, we will consider an optimized deep learning algorithm that improves the accuracy
to up to 95 % and higher.

s. A hybrid algorithm to improve accuracy

Let us consider the following algorithm. We will randomly split the data into batches of size M. For each
batch, we will run the deep learning algorithm. Our algorithm, we call HDLA (Hybrid Deep Learning
Algorithm) constructs many individual batches at training. Predictions from all batches are pooled to
make the final prediction; the mode of the classes for classification or the mean prediction for regression.
As we use a collection of results to make a final prediction, we refer the algorithm to as hybrid technique.

E iz Dy 4 b( ))
where M is the number of batches.

In order to run the HDLA in the classification mode, we use the following approach: To calculate
the result, we randomly choose batches in the data sets and features and do voring for 1 or 1 depending
on the intermediate results.

I
7 2 D il Wiz +09),
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where summation is carried out over randomly taken features (Q stands for te number of features taken
into the analysis). The accuracy of classification mode of the hybrid deep learning was largely increased.
The overall accuracy of the classification model of the hybrid deep learning was 95-98%.

5.1 ROC curve.

The Receiver Operating Characteristic (ROC) curve is a graphical representation used to evaluate
the performance of a binary classification model. It shows the trade-off between the True Positive Rate
(TPR) and the False Positive Rate (FPR) at different threshold settings.

Key Components of the ROC Curve: True Positive Rate (TPR) / Sensitivity / Recall:

TP
TP+ FN

Measures how well the model identifies positive instances. False Positive Rate (FPR):

TPR =

FP
FP+TN

Measures the proportion of negative instances incorrectly classified as positive.

FPR =

The decision boundary that determines whether a prediction is classified as positive or negative. By
varying the threshold, different TPR and FPR values are obtained, forming the ROC curve.

Interpreting the ROC Curve: The closer the curve is to the top-left corner, the better the model’s
performance. The diagonal line (y = x) represents a random classifier (AUC = o.5). A perfect classifier
has an ROC curve that reaches (o0,1) (AUC =1).

Area Under the Curve (AUC - ROC):

¢ AUC (Area Under the Curve) quantifies the overall ability of the model to discriminate between
positive and negative classes.

* AUC =1 — Perfect classifier.
¢ AUC = 0.5 — Random guessing.
* AUC < 0.5 = Worse than random (model might be reversed).

ROC curves are commonly used in medical diagnostics, fraud detection, and machine learning to
compare classification models.
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Receiver Operating Characteristic (ROC) Curve
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Figure 23: ROC curve

5.2 Accuracy and confusion matrix
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Figure 24: The accuracy and precision aew well increased
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# Classification report

In [59]: I from sklearn.metrics import classification_report, accuracy score

print(accuracy_score(Y, y_pred))
print{classification_report(Y, y_pred))

8.9464285714285714

precision recall fil-score  support

] B.93 1.688 8.9 262

1 B.99 @8.85 8.91 138

accuracy 8.95 392
macro avg B.96 .92 8.94 392
weighted avg 8.95 8.95 8.95 392

Figure 25: Accuracy, precision, and recall are greater than other methods

Conclusion

The large availability of biomedical data brings tremendous opportunities and challenges to health
care research. In particular, exploring the associations among all the different pieces of information in
these data sets is a fundamental problem to develop reliable medical tools based on data-driven approaches
and machinelearning. To this aim, previous works tried to link multiple data sources to build joint knowl-
edge bases that could be used for predictive analysis and discovery. Although existing models demonstrate
great promises, predictive tools based on machine learning techniques have not been widely applied in
medicine. [11] showed that the use of optimized algorithms (SVM) can ba indispensable tools in accurate
diagnostics of various diseases.

However, deep learning approaches have not been extensively evaluated for a broad range of health
care and medical problems that could benefit from its capabilities. There are many aspects of deep learn-
ing that could be helpful in health care, such as its superior performance, end-to-end learning scheme
with integrated feature learning, capability of handling complex and multi-modality data and so on. To
accelerate these efforts, the deep learning research field as a whole must address several challenges relating
to the characteristics of health care data (i.e. sparse, noisy, heterogeneous, time-dependent) as need for im-
proved methods and tools that enable deep learning to interface with health care information workflows
and clinical decision support.

In this work, we used data set from kaggle.com. This dataset is originally from the National In-
stitute of Diabetes and Digestive and Kidney Diseases. The objective of the dataset is to diagnostically
predict whether or not a patient has diabetes, based on certain diagnostic measurements included in the
dataset. Several constraints were placed on the selection of these instances from a larger database. In par-
ticular, all patients here are females at least 21 years old of Pima Indian heritage. The datasets consists
of several medical predictor variables and one target variable, outcome. Predictor variables includes the
number of pregnancies the patient has had, their BMI, insulin level, age, and so on.

The results presented in this paper are quite encourafing as they yield about 95 — 98% accuracy. The
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new method is characterized by the following:
(1) Itreduces variance and enhances prediction accuracy.
(2) Itperforms well with large datasets and can handle missing values and noisy data effectively

(3) It ranks features based on their contribution to decision-making, helping analysts focus on key
variables

(4) Works efficiently with high-dimensional data, making it suitable for real-world decision support
applications.
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